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Abstract
This paper describes the design and implementation of stratospheric aerosol injection (SAI) events in
an idealized configuration of the Department of Energy’s (DOE) Energy Exascale Earth System Model
(E3SMv2). These aerosols are implemented as “tracers” within the framework of the climate model,
i.e. dimensionless mixing-ratio quantities which are advected with the winds by the model’s transport
scheme. The spatio-temporal description of the injected tracer species, as well as their chemical interaction
and evolution, are encoded as sub-grid parameterizations via a set of simple ODEs. The form of the
equations are designed to mimic materials characteristic of stratospheric volcanic eruptions, specifically
those chemical species which are known to perturb the Earth system’s energy balance, and thus climate.
Here we employ highly-simplified expressions of these processes in the absence of almost all other diabatic
forcings normally present in a coupled-climate model. Future work will include the establishment of our
model’s output products as validation datasets for the climate source-impact attribution methods currently
being developed by the DOE’s CLDERA project, where they will serve as a plausible representation of
geoengineering activities. We also plan to continue with the implementation of more tracers and methods
in support of this project, and to asses E3SMv2’s representation of the general circulation, specifically
stratospheric structures and stratosphere-troposphere exchange, and how they respond to aerosol forcings.

1 Overview
The atmosphere of Earth is in a constant communication
with itself, exchanging energy across space, time, and
wide spectral ranges through the complex interplay of sur-
face turbulence, wave excitation and eventual breaking,
meandering jets and vortexes, and dramatic wind oscilla-
tions high above the ground. Feedbacks from moisture,
chemical substances, and solar radiation are capable of
meddling in all of these dynamics, and the coupling of
this fantastic system with processes of the ocean and con-
tinents provides irregular climate responses.

Since the advent of Atmospheric General Circulation
Models (AGCMs) in the 1960’s, both their conceptual
and computational complexity has steadily increased to
the point of today’s sophisticated Earth System Models
(ESMs) (Randall, 2010), which are capable of estimat-
ing climate evolution of a coupled ocean-atmosphere sys-
tem at timescales and resolutions taking advantage of ma-
chines approaching the exascale. The societal impacts of
these model developments, which have allowed predictive
power for both weather and climate change, cannot be un-
derstated.

So trustworthy have these ESMs become, that they are
now the primary laboratories for experiments of poten-
tially viable geoengineering activities, i.e. efforts of Earth

system manipulation aimed at climate change mitigation,
or even reversal. For example, the Stratospheric Aerosol
Geoengineering Large Ensemble Project (GLENS) has
recently employed a 20-member ensemble of coupled
ESM simulations with comprehensive middle-atmosphere
chemistry (Tilmes et al., 2018). The project strives to
asses the efficacy, and side effects, of “albedo enhance-
ment” geoengineering solutions, which propose the con-
trolled emission of sulfur aerosols into the stratosphere.
These aerosols increase Earth’s albedo by a direct (scat-
tering of solar radiation) and indirect effect (cloud nucle-
ation encouragement), which counteracts anthropogenic
greenhouse warming (Crutzen, 2006).

While these experiments are currently only preformed in
computer models, other projects such as China’s “Sky
River” cloud-seeding campaign are already underway
(Watts, 2020), which suggests a current disincentive to
consider spatially-distant consequences in the develop-
ment of such geoengineering activities. Through efforts
such as the GLENS project, it has been established that
the unintended climate side-effects of these activities are
numerous (Tilmes et al., 2018), and thus, warming-based
metrics are insufficient criteria in their design; we will
also need to have established methods of identifying all
downstream climate impacts of mitigation activities, even
indirect ones.
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The DOE’s brand new CLDERA project (CLimate im-
pact: Determining Etiology thRough pAthways) lead at
Sandia National Laboratory (SNL) has been designed to
serve exactly this purpose. In the CLDERA project pro-
posal, it is suggested that our current inability to both as-
sess climate impacts and scientifically attribute them to
particular actions will inevitably hamper relevant policy
decisions. In particular, it is emphasized that scientific
policy motivations can only be given in the case that we
are able to attribute predicted climate impacts fraction-
ally to the degenerate effects of: the mitigation activ-
ity itself, anthropogenic climate change, and natural cli-
mate variability. This stands in contrast to previous stud-
ies (e.g. GLENS) which operate by running sufficiently
large ensembles to allow robust correlations to be mea-
sured, rather than detecting the actual physical sequence
of events from source to impact.

To this end, the CLDERA approach is centered around the
concept of “pathways”, defined as the etiological chains
of physical processes that connect source events to cli-
mate impacts, and their spatio-temporal evolution. It is
hypothesized that the identification and tracking of these
pathways in simulated and observational datasets will as-
sist in ranking the dominance of various source events for
a given impact. In the development of the methods that
will be required for these determinations, and testing of
the pathway hypothesis, CLDERA will use the 1991 erup-
tion of Mt. Pinatubo (and the subsequent observed climate
anomalies) as an exemplar. This stratospheric aerosol
injection (SAI) event deposited ∼15-20 Tg of SO2 into
the atmosphere, and was associated with subsequent local
stratospheric warming, as well as surface cooling over the
following 2-3 years (McCormick et al., 1995).

Our group, the Atmospheric Dynamics Modelling Group
(ADMG) at the University of Michigan (UM), are con-
tributing to this effort through the development of a sim-
plified SAI model within an idealized atmospheric con-
figuration that we have embedded inside the DOE’s En-
ergy Exascale Earth System Model (E3SM). Our model
allows the advection of at least three new tracers species
(SO2, volcanic ash, and sulfate aerosol) which serve as
the inputs to local sub-grid heating parameterizations of
the atmosphere. This heating does not require mediation
by any chemistry or radiation packages, and the SO2-to-
sulfate conversion is defined directly by a coupled set of
ODE’s.

Our model will serve as an important keystone in the
CLDERA project’s “tiered verification and validation”
approach to development. This approach dictates that
the forthcoming pathway discovery and impact attribu-

tion methods should be validated against a series of data
products of increasing complexity, starting from one-
dimensional synthetic time series, and ending in fully-
coupled ESM model runs with complex physics param-
eterizations. Our model sits between these two ex-
tremes.

Through the remainder of this section, we describe the
in more detail the 1991 eruption of Mt. Pinatubo, and
the E3SM model. In Section 2, we describe our injection
model, as well as the idealized Held-Suarez-Williamson
(HSW) climatology within which it is embedded. Sec-
tion 2.3 discusses preliminary results from the model as
implemented in E3SMv2. In Section 3, future work is
discussed, and Section 4 gives a summary.

1.1 1991 eruption of Mt. Pinatubo
The eruption of the stratovolcano Mt. Pinatubo started on
June 15, 1991 in western Luzon, Phillipines near 15 ◦N.
Particularly relevant to the climate impacts of this erup-
tion was the injection of sulfur species into the strato-
sphere, namely sulfur dioxide (SO2), and its subsequent
reaction product, sulfate aerosol (a combination of H2O
and H2SO4 (sulfuric acid)). Also present was an enor-
mous amount of ash, ice, and water vapor.

The radiative forcing associated with the stratospheric
presence of these aerosols created a net climate response
featuring ozone depletion in the polar regions, warming
of the lower stratosphere by absorption of upward travel-
ling longwave radiation, and surface cooling in the trop-
ics by scattering of incoming solar radiation, and thus
an increase in the average aerosol optical depth (AOD)
(Robock, 2002; Robock, 2000). The mean tropospheric
temperature in 1992 was measured to be 0.7 ◦C lower than
from 1991, and stratospheric warming peaked in Septem-
ber of 1991 with anomalies of 3.5 K (McCormick et al.,
1995).

This event has been chosen as the exemplar for CLDERA
to test its hypothesis, and base it’s initial development on,
for the following reasons:

1. The source is exogenous to the Earth System, and
therefore there is no specific need to achieve accu-
racy in the initial state.

2. The eruption was sufficiently large to cause climate
anomalies which exceed internal variability of the
system.

3. It is the most well-observed SAI event in recent his-
tory, and many data sources are available (e.g. refer-
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ences in Table 1).

4. A well-characterized system with a strong climate-
impact signal will be promising for the verification
and validation of automatic detections and rankings
of source-impact pathways.

5. Geoengineering events are the ultimate scientific tar-
get of CLDERA, and this natural SAI event is closely
related to the geoengineered sulfate emission inter-
ventions discussed in Section 1.

It is hoped that the Mt. Pinatubo eruption will be able
to serve as a “ground truth” against which the pathway
discovery and attribution methods can be tested. This
will especially be true if the climatic effects of the erup-
tion can be reproduced in a simulation for which all other
sources of anomalous radiative forcings can be manually
removed (i.e. the focus of this report, discussed in Section
2).

1.2 The DOE E3SM model
The DOE’s E3SM coupled climate model includes in-
dependent components describing evolution of the atmo-
sphere, ocean and sea ice, land, and river transport; energy
exchanges between these components are mediated by
a “coupler” which coordinates the communication. The
model was initially born as a fork of the popular Commu-
nity Earth System Model (CESM) version 2 (Danabasoglu
et al., 2020) for the Accelerated Climate Modeling for En-
ergy (ACME) project, the goal of which is to enable and
optimize the use of DOE laboratory computing resources
for Earth system modeling at extreme scale (Bader et al.,
2014).

Throughout the remainder of this report, we will mainly
discuss the atmospheric component, the E3SM Atmo-
sphere Model (EAMv2) (Golaz et al., 2022), which con-
sists of a dynamical core (or “dycore”) and various phys-
ical parameterizations (or “sub-grid physics”) for turbu-
lence, clouds, deep convection, radiation, atmospheric
chemistry and aerosols. For our purposes, we use a dry,
idealized configuration of EAMv2, which deactivates all
of these physical parameterizations and replaces them
with idealized expressions (see Section 2.1).

The dycore solves the shallow-atmosphere, hydrostatic
equations of motion on a rotating sphere, implemented
in the Higher Order Method Modeling Environment
(HOMME) (Dennis et al., 2012) which uses a spectral
finite element method on a cubed-sphere horizontal dis-
cretization. The 72-level vertical discretization uses a
terrain-following pressure coordinate with a model top at

∼60 km, and the timestepping algorithm is a 3rd-order
accurate Runge-Kutte method (Golaz et al., 2022). The
sub-grid physics use a separate grid than the dynamics,
which requires a “remap” algorithm to exchange infor-
mation between the grids at the timestep (Hannah et al.,
2021).

Of particular relevance to the work presented here is the
model’s tracer transport method, which uses a new inter-
polation semi-Lagrangian (ISL) approach (Bradley et al.,
2021), and boasts mass-tracer consistency, mass conser-
vation, shape preservation, and allows for accuracy even
with long timesteps (compared to the timestep ∆t of the
dynamics).

2 The idealized SAI model
In this section we describe our SAI model, which pro-
duces SO2, sulfate, and ash mixing-ratios which are
driven by simple analytic relationships that replace more
standard (and complicated) chemistry and radiative pack-
ages. In designing the terms appearing in these analytic
forms, we are able to control the number of “nodes”
(or cause-effect pairs) appearing in pathways like e.g.
the aerosol direct effect which drive temperature anoma-
lies. In this way, we say that we have inserted analytic
pathways into the output datasets, which will serve as a
“ground truth” for CLDERA validation studies.

We also choose to minimize all other diabatic effects in
the atmosphere as much as possible; the injection event
is embedded in a dry setting with flat topography, where
the climatology arises from an idealized Held-Suarez-
Williamson (HSW) forcing, which replaces all turbulence,
radiative, and moist convective parameterizations with a
linear temperature relaxation to a prescribed equilibrium
profile, and dissipation of surface winds via Rayleigh
damping. This is done for simplicity so that the ana-
lytic pathways may still be well-characterized, but also for
computational affordability which will easily allow en-
semble studies. The details of the SAI parameterizations
and the HSW forcing are given in Sections 2.1-2.2.

2.1 Held-Suarez-Williamson
climatology

Held and Suarez (1994) (hereafter HS94) originally pro-
posed a benchmark calculation designed for the inter-
comparison of modular dynamical cores of AGCMs,
which provides Rayleigh damping of low-level winds to
represent friction at the boundary layer, and a Newtonian
temperature relaxation toward an analytic profile which is
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a function of latitude and pressure. Many other dycore
inter-comparison test protocols exist (e.g. Jablonowski
and Williamson (2006)), though the HS94 forcing was
specifically meant to facilitate assessments of statisti-
cally steady states in climate produced by the dycore af-
ter long timescales (for which the true solution is un-
known).

Williamson et al. (1998) (hereafter HSW98) later noted
that the HS94 benchmark would not be applicable to their
dycore inter-comparison studies of tropopause formation,
since it deliberately maintains a “passive” stratosphere,
supporting none of the typical stratospheric structures
such as the polar jets. To remedy this, they provide a mod-
ification of the original HS94 temperature equilibrium
profile, which includes realistic lower-stratospheric lapse
rates in the tropics and polar regions. We call this forc-
ing the Held-Suarez-Williamson (HSW) configuration. In
our simulations, we use the HSW forcing, and omit all
other moist convective, radiative, turbulence descriptions.
However, the standard E3SMv2 model top sits at ∼60 km,
or ∼0.1 hPa, well above the model top of HSW98 at ∼3
hPa. Applying the temperature relaxation profile as pub-
lished in HSW98 to E3SMv2 therefore results in unde-
sired reversals in the polar lapse rate at 2 hPa, as well as
temperatures at the tropical model top in excess of 300 K
(while observed monthly-mean zonal-mean temperatures
peak at ∼260 K near 50 km in the tropics (Holton and
Hakim, 2013b)).

We choose to avoid these artifacts by forcing the lapse
rate to zero above ppl = 2 hPa, i.e. the equilibrium profile
Teq becomes constant with respect to height at pressures
smaller than ppl, taking the form

Teq =T0

[
min

(
1,

p∗

pd

)] Rγd
g

+T0

[min
(

1,
p∗

pi

)] Rγi
g

−1


(1)

where
p∗ = max

(
p, ppl

)
(2)

and

pi = peq − (peq − ppl)
1
2
[1+ tanh(A [|φ |−φ0])] (3)

Here, pd = peq = 100 hPa, below which the original HS94
formulation applies. Above this, the temperature de-
creases with constant lapse rate γd = 2 K/km, until p ≤ pi,
where a temperature is added that increases with constant
lapse rate γi = −3.345 K/km. The remainder of the pa-
rameters are set to the values presented in HSW98 and
HS94.

Figure 1: The HSW98 temperature equilibrium profile Teq
with our “extended stratopause” modification. The solid
red line shows the Rayleigh friction profile Eq.5, with val-
ues read off of the top (red) axis.

We attempted to follow the advice of the HSW98 authors
by lowering the parameter ppl from 2 hPa to something
coincident with the E3SMv2 model top; while this does
change the structure of the relaxation profile to better re-
semble that of HSW98, it does nothing to address the
unrealistic temperatures at the model top. By replacing
p → p∗ as was done in Eq.(1), the profile for p ≤ 2 hPa is
just

Teq = T0

(
ppl

pd

)Rγd/g

+T0

[(
ppl

pi

)Rγi/g

−1

]
(4)

which imposes a sort of “extended stratopause”.

In addition, we include a second Rayleigh damping mech-
anism, similar to the HS94 treatment of the surface fric-
tion, near the model top as a “sponge layer” for calm-
ing the polar jet winds and absorbing spurious wave re-
flections, as described in Jablonowski and Williamson
(2011). The vertical profile that we choose for the damp-
ing strength follows the implementation of Lin et al.
(2017), and has a monotonic onset from ∼100 Pa to the
model top:

k(p) = k0sin
(

π

2
log(ηc/η)

log(ηc/ηT )

)2

(5)

Here, the normalized pressure coordinate is η ≡ p/p0,
with p0 = 1000 hPa. We define an onset position at
ηc =(1hPa)/p0, and the normalized pressure at the model
top as ηT ≡ ptop/p0. The maximum strength of the damp-
ing is set via k0 = 1/(3 days). Given Eq.(1) and Eq.(5),
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Figure 2: Instantaneous temperature and zonal wind fields from E3SMv2 after a 6-year integration subject to our
modified HSW forcing as outlined in Section 2.1. The spatial discretization is the “ne16pg2” spectral element grid,
which gives approximately a 2-degree resolution, and the vertical discretization is the E3SMv2 default with 72 levels
to 60 km. We use a physics timestep of ∆t = 1800 s. See text for interpretation.

the wind and temperature tendencies will be updated at
each physics timestep by

∂T
∂ t

=−kT (φ , p)
(
T −Teq

)
(6)

∂ v⃗
∂ t

= (−k(p)− kv(p)) v⃗ (7)

where kT and kv are the relaxation and damping timescales
for T and surface v⃗, respectively, defined in HS94.

Figure 1 shows our modified HSW equilibrium temper-
ature profile as well as the employed vertical profile for
the sponge layer damping, and Figure 2 shows zonal-
mean instantaneous temperature and zonal wind fields re-
sulting from a 6-year spinup period using these forcings
in E3SMv2 with an approximately 2-degree spatial res-
olution (ne16 SE grid), 72 vertical levels to 60km, and
physics timestep of ∆t = 1800 s. This is also the snap-
shot used as the initial condition for the SAI runs that are
discussed in Section 2.2. The temperature structure in the
stratosphere is quasi-realistic, reaching maximum tropical
stratospheric temperatures of ∼240 K (slightly cooler than
observed). Temperature minima are seen near the tropi-
cal tropopause, as well as the polar middle-stratosphere.
Sharp vertical temperature gradients are seen near our
“stratopause” in the polar regions, leading to temperatures
in excess of 270 K. In the zonal wind, we see the forma-
tion of tropospheric mid-latitude westerly jets with max-

imum wind speeds of ∼30 m/s, and strong stratospheric
polar jets of up to ∼75 m/s. Easterlies up to -30 m/s domi-
nate the tropical stratosphere. Again, there is no seasonal-
ity present, and by the features just described, each hemi-
sphere varies about a winter-like steady state.

2.2 Tracer injection
The tracer injection occurs uniformly over a single model
column i∗. This means that the initial tracer densities
will change based on the choice of horizontal grid, as we
choose to directly model the mass tendency of each tracer
j:

∂m j

∂ t
= R(m j)+ f (8)

where R(m) is an exponential removal function with e-
folding timescale 1/k j,

R(m j) =−k jm j (9)

and f is a source term which describes the injection of an
aerosol mass into the column

f = A jV (z)T (t)δi,i∗ (10)

with separable temporal and vertical dependencies T (t)
and V (z), where z is geometric height. The Kronecker-
Delta function δi,i∗ simply selects the desired column i∗
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(δi,i∗ = 0 for i ̸= i∗), with i∗ chosen by minimizing the
great circle distance

r(φi,λi)= acos−1 [sinφi sinφ0 + cosφi cosφ0 cos(|λi −λ0|)] .
(11)

with respect to the desired injection location latitude φ0
and longitude λ0. The time dependence is taken to be a
simple step function, representing a constant injection for
a time t f , after which the source vanishes,

T (t) =

{
1 if t ≤ t f

0 if t > t f
(12)

The source function for tracer j is normalized by the con-
stant A j, which scales the total injected mass to a known
parameter M j, by

M j = f t f = A jt fV (z)δi,i∗ (13)

In deriving A j, we first discretize the function V on ver-
tical levels k. If instead this constant is derived from
the continuous expression, we may lose some of the to-
tal mass to numerical diffusion once the mass distribution
is deposited onto the model grid. The discretized forms
for the mass tendency and total mass are

∂m j,i,k

∂ t
=−k jm j +A jV (zk)δi,i∗ , (14)

M j = ∑
k

A jt fV (zk)δi,i∗ (15)

=⇒ A j =
M j

t f ∑k Vk

kg m
s

(16)

Here, we have discarded the delta function from the result
to avoid a division by zero in the case that i ̸= i∗, justified
by the fact that injection is already constrained to vanish
under this condition by the presence of δi,i∗ in the ten-
dency ∂m j/∂ t. We have also defined Vk ≡V (zk).

The vertical dependence is modeled as a skew-normal dis-
tribution as described in Sheng et al. (2015)

g(z) =
2√

2πσ
exp

(
− (z−µ)2

2σ2

)∫
α

z−µ

σ

−∞

1√
2π

e−
x2
2 dx

(17)

=
1√

2πσ
exp

(
− (z−µ)2

2σ2

)[
1− erf

(
α

µ − z√
2σ

)]
(18)

which is truncated on the injection bounds zmin,zmax such
that

V (z) =

{
g(z) if zmin ≤ z ≤ zmax

0 otherwise
(19)

The location parameter µ gives the vertical position of the
peak injection in the case of no skewness. The skewness
is controlled by the parameter α , which drives the peak to
higher altitudes for α > 0, and lower altitudes for α < 0.
Finally, the scale parameter σ determines the amount of
dispersion about the peak. Choices for these parameters
are given in Table 1, which correspond to configurations
R001 and R033 of Sheng et al. (2015). There, the authors
take one further step by instead using as the vertical pro-
file G(z)≡ g(z)/

∫ zmax
zmin

g(z), which normalizes g(z) to unit
area within the truncation bounds. We do not do this, and
instead allow this normalization to be implicitly folded
into the computation of A (in effect, we replace their inte-
gration of g(z) with the sum ∑k Vk).

Rather than ∂m j/∂ t itself, the quantity ultimately re-
quired by EAMv2’s physics interface is the tendency of
the tracer mixing ratio q j ≡ m j/matm. Given the deriva-
tions above, this is

∂q j,i,k

∂ t
=

1
matm,i,k

[
−k jm j +

M j

t f ∑k Vk
Vkδii∗

]
(20)

The air mass matm can be replaced by

matm,i,k = ρi,kai∆zk (21)

where ρi,k is the air density in this grid cell, ai is the col-
umn area, and ∆zk is the height of the vertical level. This
is further reduced to a function of nothing but the model
level pressure thickness ∆pk via the hydrostatic approxi-
mation:

∆pk

∆zk
+ρatm,i,kg = 0 (22)

=⇒ ρatm,k∆zk =
∆pk

g
(23)

=⇒ matm,i,k =
∆pkai

g
(24)

(the sign is discarded from the first to second line, since
this only communicates that p decreases with z, and what
we care abut is the magnitude. Consider it a “flip of inte-
gration bounds”).

The final expression for the update of tracer j at position
(i, k) is then

∂q j,i,k

∂ t
=

g
∆pkai

[
−k jm j +

M j

t f ∑k Vk
Vkδii∗

]
(25)

for z ∈ [zmin,zmax] and t ∈ [0, t f ].

We use this framework to describe the simultaneous injec-
tion of tracers j for the set j ∈ {SO2, sulfate, ash}. Obser-
vations giving the total injected mass and e-folding time
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Figure 3: Total sulfate mass time series from the analytic
solutions of our model (red solid line), and those from
EVA v1.0 with 1/kSO2 = 180 days (their default; solid
black line), and an adjustment 1/kSO2 = 30 days (our de-
fault; dashed black line). The adjustment of this parame-
ter fully explains the difference in the peak mass, and all
curves begin to converge after 1 year. The red curve re-
mains largest in mass value since our e-folding timescale
of sulfate (360 days) is longer than EVA v1.0 (330 days).
The bands about each curve are ±25% of the mass value,
which is the approximate uncertainty in the (Guo, Bluth,
et al., 2004) measurement of the inital SO2 loading.

for each species were estimated from satellite data and
published in Guo, Rose, et al. (2004), Guo, Bluth, et al.
(2004), and Barnes and Hofmann (1997). Table 1 gives
the parameter values chosen for this work, in which case
the model describes the 9-hour injection of a plume ex-
tending from 17km to 30km in the vertical. We assume no
background values for any of the injected species prior to
the eruption, as in some other studies (e.g. Bekki and Pyle
(1994)). Figure 5 shows an analytic advection-free solu-
tion to the problem (described in Section 2.2.4). Sections
2.2.1-2.2.3 describe the methods by which the tracers can
be made “active”, providing feedback to the prognostic
fields of the model in a way designed to represent simpli-
fied causal pathways.

2.2.1 Sulfate formation via “toy chemistry”

Once injected into the atmosphere, SO2 follows an oxida-
tion chain with an end product of sulfuric acid (H2SO4)
that condenses with water vapor to form sulfate aerosol
particles (Bekki, 1995). This aerosol has a removal

timescale of one year (Barnes and Hofmann, 1997), much
longer than SO2, and is responsible for much of the heat-
ing that perturbs the Earth’s energy balance and atmo-
spheric circulation after a stratospheric volcanic eruption
(McCormick et al., 1995; Robock, 2002).

In climate models with high-complexity, this process is
mediated by chemistry, radiation, and moist sub-grid pro-
cesses. Here, we replace all of this by a direct, analytic
coupling from SO2 to sulfate, in a way inspired by the so-
called “toy chemistry” of Lauritzen et al. (2015). The SO2
sink R(mSO2) retains the form of Eq.(9) and e-folding time
kSO2, but is now viewed as a reaction rate which provides
a sulfate source.

The sulfate tendency mass is therefore

∂msulfate

∂ t
=−ksulfatemsulfate +wkSO2mSO2 (26)

Here, the reaction weight w encodes the net production of
sulfate per unit mass of SO2.

In practice, w can be a tuning parameter of the model, but
we can inform a first choice for it from chemistry. Since
the overall effect of the oxidation sequence yields one
aerosol “particle” of sulfate per molecule of SO2 (Bekki,
1995), w will just be the ratio of the sulfate to SO2 mo-
lar mass. It is known from observation that sulfate par-
ticles vary in their composition across latitude, altitude,
and season (Yue et al., 1994), dependent on availability
of water vapor, and temperature. In principle, this should
complicate a realistic choice of w. We make the simpli-
fying assumption that all sulfate particles are 75% H2SO4
by mass, as in Bekki (1995), and suggested by observation
(Rosen, 1971; Yue et al., 1994). Defining this percentage
as facid = 0.75, and the molar masses of H2SO4 and SO2
as wH2SO4 and wSO2, the reaction weighting is

w =
wH2SO4/ facid

wSO2
≈ 1/0.75×98.079 g/mol

64.066 g/mol
≈ 2.04

(27)

In the analytic (advection-free) solution to the tracer evo-
lution described in Section 2.2.4, this choice of w re-
sults in a peak sulfate mass of about ∼28 Mt occuring ∼2
months after injection. This is consistent with previous
modeling efforts by e.g. Bluth et al. (1997). In that study,
however, the authors note that the observed AOD anoma-
lies post-Pinatubo lagged behind the sulfate loading, in
the case that the sulfate production is modeled as a direct
consequence of SO2 depletion.

Toohey et al. (2016) (hereafter EVA v1.0) also model the
SO2 → sulfate conversion directly, but show that the sul-
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fate mass and AOD peaks can be matched in time by tun-
ing kSO2 = 1/180 days−1 . This differs markedly from
the measured timescale of the post-Pinatubo SO2 removal
(Guo, Bluth, et al., 2004) of ∼1/25 days−1 ; the claim is
that this modified e-folding time is representing the net
timescale of the entire SO2 oxidation chain that arrives at
H2SO4, which explains the signal lag observed in Bluth
et al. (1997). Under this condition, the recovered sulfate
mass peaks at ∼13 Mt after 6 months. In Figure 3, we
show the analytic solution to the “pulse injection” of sul-
fate mass from EVA v1.0, with both their choice of kSO2,
and ours. This shows that the difference in peak sulfate
mass of the two models is explained only by this parame-
ter choice, and not the reaction normalization. We there-
fore suggest that kSO2 may be a good candidate for future
CLDERA ensemble studies.

2.2.2 Diabatic heating of the stratosphere

The presence of SO2 and sulfate in the stratosphere in-
duces a diabatic heating to the temperature field by ab-
sorption of upward-propagating longwave radiation. Af-
ter the Mt. Pinatubo eruption, this process resulted in a
temperature anomaly of up to ∼3-4 K, peaking near 50
hPa, driven by a maximum net temperature change at a
rate of ∼1 K/month during the initial period following the
injection, and subsequent plateau for nearly a year (see
Mills et al. (2016), Figure 2).

We model this very simply as an additive contribution to
the temperature tendency, in the form of a heating rate
Qstrat, and an associated heating rate per units mass m,
sstrat:

sstrat ≡
Qstrat

m
=

qcpδTstrat

q∗
(28)

=⇒ ∂T
∂ t

= ...+
qδTstrat

q∗
(29)

Here, the normalization constant q∗ is left as a tuning pa-
rameter; see Table 1 and the discussion in Section 2.3.
δTstrat is a constant temperature rate of change, and cp is
the specific heat of dry air at constant pressure. The di-
mensionless total tracer mixing ratio q is

q = ∑
j∈S1

q j (30)

where S1 is the set of all tracers that are involved in the
heating; by default, we use S1 = {SO2, sulfate} (we al-
low ash to contribute no local heating). The ellipsis on
the right-hand side of the Eq.(29) represents all other adi-
abatic and diabatic processes modifying the temperature
field (e.g. the HSW forcing of Section 2.1).

2.2.3 Diabatic cooling of the surface by the
AOD

Increased aerosol optical depths (AOD) decrease the flux
density of shortwave solar radiation reaching the tropo-
sphere, and contributed to an observed surface cooling of
∼2-3 K during the two years following the eruption of Mt.
Pinatubo. A given aerosol species present in the atmo-
sphere will contribute to “extinction” of solar radiation by
both absorption and scattering (Petty, 2006), with a mag-
nitude expressed via absorption and scattering coefficients
βa, βs with dimensions of inverse volume. The combined
effect of these processes give a single extinction coeffi-
cient

βe ≡ βa +βs (31)

The dimensionless optical depth or optical thickness τ(V )
is a measure of the opacity of a particular volume element
V , obtained by integrating the extinction:

τ(V )≡
∫

V
βe(x,y,z)dV ′ (32)

We can express the extinction coefficient of all
present aerosols as a superposition of each contributing
species:

βe = ∑
j

βe, j = ∑
j

b jρ j = ∑
j

b jq jρatm (33)

where b j is the mass extinction coefficient of the species,
with dimensions of inverse mass (giving fractional extinc-
tion per unit mass), and ρ j is the tracer mass density. The
AOD at a height z with model top ztop is then computed
via the definition Eq.(32) with the parallel plane approx-
imation (βe(x,y,z)≈ βe(z)) by

τ(z,ztop) =
∫ ztop

z′
aβe(z)dz′ (34)

=
∫ ztop

z
∑

j
ab jq j(z′)ρatm(z′)dz′ (35)

where a is a constant from an implicit integration of the
horizontal dimensions, and has units of area. When dis-
cretized onto a grid with pressure levels k and columns
i with area ai, and summed over all contributing con-
stituents j, this becomes

τi,k = ∑
j

∑
k′<k

aib jq j,k′ρatm,k′∆z′k (36)

= ∑
j

∑
k′<k

aib j
q j,k′∆p′k

g
(37)

where k′ < k specifies the set k′ of all levels above level
k, and and we have assumed that the index k decreases to-
ward the model top.The pressure weights were obtained
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Table 1: SAI model parameters

Parameter Value Units Description Reference

φ0 15.15 deg meridional plume center
λ0 120.35 deg zonal plume center
µ 22.59 km peak injection altitude Sheng et al. (2015)
σ 4 km width parameter of plume Sheng et al. (2015)
α −2 - vertical skewness of plume Sheng et al. (2015)

zmin, zmax 17, 30 km vertical plume truncation limitsa Sheng et al. (2015)
t f 9 hr injection duration Wolfe and Hoblitt (1998)

Tracer-specific parameters

kSO2 1/25 1/day e-folding time for SO2 Guo, Bluth, et al. (2004)
ksulfate 1/360 1/day e-folding time for sulfate Barnes and Hofmann (1997)
kash 1 1/day e-folding time for ash Guo, Rose, et al. (2004)

MSO2 1.7×1010 kg injected mass of SO2 Guo, Bluth, et al. (2004)
Mash 5×1010 kg injected mass of ash Guo, Rose, et al. (2004)

w 2.04 - SO2 → sulfate weighting See Section 2.2.1
δTstrat 0.35 K/day stratospheric heating rate Stenchikov et al. (1998)

q∗ 0.7×10−7 - strat. heating normalizationb See Section 2.2.2
δTsurf -0.012 K/day surface cooling rate by AOD Stenchikov et al. (1998)

τ∗ 1×106 - AOD normalizationb See Section 2.2.3
zAOD 5 km max. height of surface cooling Stenchikov et al. (1998)
bSO2 1 kg−1 SO2 mass extinction coeff. See Section 2.2.3
bash 1 kg−1 ash mass extinction coeff. See Section 2.2.3

bsulfate 1 kg−1 sulfate mass extinction coeff. See Section 2.2.3

a These vertical scale parameters are also consistent with observational estimates of the maximum plume height (Holasek
et al., 1996; Self et al., 1993). See discussion surrounding section 4.6 of Guo, Rose, et al. (2004) and Sheng et al. (2015)
section 3.2.

b The parameters q∗ and τ∗ were manually tuned to yield zonal-mean, time-mean from days 150-180, peak heating rates
that qualitatively matched those presented in Stenchikov et al. (1998).

by the hydrostatic approximation as shown in Eq.(22)-
(23).

In practice, we may want to restrict the application of
the cooling to a certain “surface layer” bounded by some
maximum height zAOD. In that case, τi,k becomes

τi,k =

{
∑ j ∑k′>k aib j

q j,k′∆p′k
g if zk < zAOD

0 otherwise
(38)

We also define a shorthand for the AOD at the surface as
τi ≡ τ(0,ztop). After summing over k for this case, we
see that each remaining term is just the total column mass
burden M j,i of aerosol j, scaled by the mass extinction

coefficient b j,

τi =

{
∑ j b jq jMi = ∑ j b jM j,i k = ksurf
0 otherwise

(39)

where Mi is the total air mass of the column, and ksurf is
the lowest model level. Likewise, Eq.(38) is a “partial
column burden” at level k, scaled by b j.

In reality, b j are functions of frequency ν . We choose
to instead take these as constants, which either assumes
that the extinction of the species has spectral uniformity,
or that any radiation relevant to the heating process is
monochromatic. Further, if we make the simple choice
b j = 1 kg−1, then our expression for the AOD just reduces
to the (total or partial) aerosol column burden ∑ j M j,i in
value.
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Figure 4: Verification of the discretized form for the nor-
malization constant ASO2 as defined in Eq.(16). Three ver-
tical discretizations are shown with nlev levels distributed
from 12 km to 30 km. The nlev= 24 curve gives the po-
sitions of the E3SMv2 levels in this region, where the z is
the geopotential height above the surface as output from
the model in the HSW configuration. (left) the sampling
of the profile V (z) (right) difference of the total SO2 mass
across time between the nlev=8, 24 profiles, and a highly-
resolved nlev=100 reference, computed via Eq.(43). The
differences are on the order of machine precision.

Finally, the surface cooling is modeled in a similar way to
the stratospheric heating of Section 2.2.2:

ssurf ≡
Qsurf

m
=

τcpδTsurf

τ∗
(40)

=⇒ ∂T
∂ t

= ...
τδTsurf

τ∗
(41)

where the normalization constant τ∗ is analogous to q∗

of Section 2.2.2, and is tuned in the same way. Default
choices of these parameters are given in Table 1.

2.2.4 Analytic solutions in the absence of
advection

In the absence of advection, the evolution of the tracer
mass m j(t) in column i is solvable analytically, and the
partial derivatives ∂/∂ t used in the previous sections be-
come material derivatives d/dt. Recall from Section 2
that for the fixed vertical position z′, we have

dm j

dt
=−k jm j(t)+ f (t), (42)

Obtaining m j(t) is an initial-value problem of this first-
order linear ODE for m j(t) with m j(0) = 0. The solution
is

m j(t) =
A jV (z′)

k j
e−k jt

(
ek jtmin −1

)
(43)

where we have defined

tmin = min[t, t f ] (44)

Of course, any evaluation of this form will require a
choice of vertical discretization to compute the normal-
ization A j.

This solution can be used to verify the sulfate formation
implementation. In the absence of advection, and with
the chocies ksulfate = 0 and w = 1, Eq.(26) should give rise
to a sulfate mass which reaches an enduring steady state
equaling the total input SO2 mass; let us call this quan-
tity msulfate. With these constraints, the total sulfur-species
mass mSO2(t)+msulfate(t) should be conserved once the
injection is complete (t > t f ). The mass mSO2 is given by
Eq.(43), which means

d
dt

msulfate(z, t) = kSO2mSO2

= ASO2V (z)e−kSO2t
(

ekSO2tmin −1
)

(45)

Integrating this (while keeping in mind to handle the
piecewise inheritance from tmin) gives the sulfate mass
as

msulfate =
ASO2V (k)

kSO2
e−kSO2t

(
1− ekSO2tmin + ekSO2tkSO2tmin

)
(46)

Taking tmin → t f allows us to verify the post-injection
mass conservation:

mSO2(t)+msulfate(t)

=
ASO2V (z)

kSO2
e−kSO2t

(
ekSO2t f −1

)
+

ASO2V (k)
kSO2

e−kSO2t
(

1− ekSO2t f + ekSO2tkSO2t f

)
=

ASO2V (k)
kSO2

e−kSO2tekSO2tkSO2t f

=ASO2V (k)t f = const. (47)

For completeness, the advection-free solution msulfate(t)
for arbitrary w and ksulfate is

msulfate(t) =
wASO2V (k)

(ksulfate − kSO2)ksulfate
e−ksulfatet×[

kSO2

(
1− eksulfatetmin

)
− ksulfatee(ksulfate−kSO2)t

(
1− ekSO2tmin

)]
(48)

In Figure 5, the mass evolution of each tracer across time
is shown in the injection column, given by Eq.(43) and
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Figure 5: The analytic (single-column, advection-free) solution to the parameterized injection and SO2 → sulfate
reaction given the parameter choices presented in Table 1. (left) the vertical profile Eq.(19) described in Section
2.2. (right) contour plots show the ash, SO2, and sulfate densities according to Eq.(43), assuming a column area of
ai = 2002 km2. Differing grid cell areas (resolution) will change the tracer densities in the column, but not the total
tracer mass. (bottom right) total SO2 and sulfate masses according to Eq.(43) and Eq.(48). Also shown is a “sulfate
validation” curve, which solves Eq.(46), and conserves the total injected SO2 mass (see text). Also shown are thin
black lines which give numerical (explicit first-order) solutions to the SO2 and sulfate tendencies, verifying the analytic
solutions.
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Eq.(48). The non-decaying sulfate solution Eq.(46) is
also shown, providing another visual confirmation that the
function balances the SO2 removal. Figure 4 shows the
same total SO2 and sulfate mass evolution as in Figure 5,
with three differing vertical discretizations. This verifies
that the normalization is insensitive to this choice, as dis-
cussed in Section 2.

2.3 Preliminary results from E3SM
The tracer injection model as described in Section 2.2 has
been implemented in E3SMv2 through a routine which is
called by the model at each physics grid point, on each
physics timestep ∆ t. On each call, the routine returns the
mixing-ratio tendency given by Eq.(25) in kg kg−1 s−1,
as well as a heating rate in J kg−1 s−1, given as the sum
of Eq.(28) and (40). These tendencies are then handed
to a first-order explicit solver that is used internally by
EAMv2 for all physics parameterizations, which updates
the fields as

q j,t+1 = q j,t +∆ t
∂q j,t

∂ t
(49)

Tt+1 = Tt +∆ t
sstrat + ssurf

cp
(50)

We performed two runs, one with both the stratospheric
heating and surface cooling enabled, and one with all
tracers behaving passively (both runs include sulfate for-
mation from SO2), with all parameters otherwise set to
their values as shown in Table 1. The runs were both
initialized identically from the condition shown in Fig-
ure 2. The difference between these two results we call
an “anomaly”, which is due only to the diabatic heating
terms, and is shown in Figure 6 for a period of 6 months
post-injection.

Prior to obtaining these outputs, several runs were per-
formed iteratively to tune the heating and cooling rate
normalization parameters q∗, τ∗ such that the maximum
zonal-mean, 1-month time-mean of the heating rates in
K/day qualitatively matched Stenchikov et al. (1998) (see
their Plate 5) during the month following the injection
(peaks values of ∼0.3 K/day in the stratosphere, -0.01
K/day at the surface). There, the authors show a plateau
in these heating rates for at least 7 months following the
injection, while here we see noticeable falloffs by ∼5
months. This doesn’t seem to be consistent with the sul-
fate mass loading of the stratosphere, which does persist
near it’s peak values until the end of the run; the heating
implementation will need to be reexamined.

The choice of zAOD = 5 km is also motivated by Plate 5 of
Stenchikov et al. (1998), which shows cooling contours

of -0.01 K/day as high as 400 hPa, though we note that
the surface cooling expression as currently implemented
seems to be too weak, and the T anomaly at 500 hPa only
varies about zero. Further tuning will be required for a
more realistic response.

We also note that the total SO2 and sulfate masses are
about an order of magnitude too low. Unfortunately, de-
bugging efforts have not yet elucidated the cause, and
this will be subject to investigation. However, the heating
properties of the tracers are independent of this, since the
tuning of the normalization parameters q∗ and τ∗ can al-
ways compensate for the discrepancy, in this case yielding
realistic global-mean stratospheric temperature anomalies
of 3-4 K. We do note, however, that the heating localiza-
tion appears to peak too low in pressure, and does not co-
incide with the peak of the vertical injection profile shown
in Figure 5. It is doubtful that vertical velocities should
be notable enough to cause this; further investigation is
pending.

The forcing of the temperature field in this way appears
to give rise to shifts in the polar jets; we observe a mean
strengthening of the jet in the northern hemisphere (hemi-
sphere of the injection) by ∼15 m/s over the second month
post-injection. Subsequently, we observe a equator-ward
shift of the southern hemisphere polar jet during month
5, suggested by the “dipole” appearing on this feature in
the zonal-mean zonal wind. The troposphere and the trop-
ics in general seem to be uninfluenced by these perturba-
tions (again, the surface cooling is currently too weak to
be making significant contributions).

Beyond adjustments of the model to address the concerns
outlined above, we intend to use our codes to generate en-
sembles of SAI datasets in this simplified environment, in
support of the CLDERA mission. See Section 3.

3 Future work

3.1 Validation of the CLDERA statistical
tools

Our immediate next step is to begin to work with the
CLDERA pathway detection and attribution tool develop-
ers to ingest the model data presented in this report. This
will involve the generation of ensembles which will sam-
ple the large space of possible pathway realizations. Low-
hanging fruit for this purpose are the parameters control-
ling the strength of the causual relationships which form
the idealized pathways; MSO2, kSO2,δTstrat, δTsurf, zAOD,
among others. In particular, we intend to produce model
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Figure 6: Difference between two E3SMv2 runs implementing our SAI model, with diabatic enabled and disabled,
over a 180-day run. This difference, or “anomaly”, shows the temperature and circulation changes due only to the
heating of the SAI tracers. See text for a discussion. The six panels near the top of the figure show the zonal-mean
time-mean of the local heating rate [(a)-(b)], temperature field [(c)-(d)], and zonal wind [(e)-(f)] over month 2 and
month 5 post-eruption. (g): The global-mean temperature anomaly as a function of pressure and time. (h): The
global-mean temperature anomaly at selected vertical levels. (i): The total tracer masses over time for SO2, sulfate.
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outputs for the cases that certain “nodes” of the ideal-
ized pathways are either enabled or disabled. For in-
stance:

1. sulfate formation is active, tracers are otherwise pas-
sive

2. heating of the stratosphere enabled

3. surface cooling enabled

4. both stratospheric heating and surface cooling are en-
abled

Further, any of the options 2-4 above can have the ac-
tive species for the heating and cooling effects be inde-
pendently chosen. It may also prove valuable to vary the
terms related to the localization of the injection ( φ0, λ0,
µ ,...), since e.g. SAIs in the tropics are expected the have
different climate impacts than events of similar magnitude
at high latitudes.

It is the hypothesis of the CLDERA project that the
automatic discovery of pathways between their sources
and its impacts, in a simulated context, will identify
etiologically-sound connective relationships. To this end,
the members of our generated ensembles will serve as
input to verification and validation tests of the statisti-
cal pathway discovery and attribution tools. The planned
methods that we envision making use of our datasets are
described over the following paragraphs.

Global Sensitivity Analysis (GSA) studies the sensitivity
of the climate to the injection source terms, and will at-
tempt to establish an “anomaly threshold”, below which
causal pathways are no longer discernable, and which
might be most dominant in impact strength.

Random Forest (RF) Regression, which will learn to cre-
ate predictive models for climate impact and determine
the most important features along the related pathway; the
goal of these methods are to narrow the search space by
subsequent source attribution efforts.

Software Profiling traces a simulation’s “path” through
a code, which will leverage E3SMv2’s energy “leak
checker” infrastructure for detecting changes in global or
local physics tendencies in-situ. This method is partially
code-invasive, and will have hooks attached to the rou-
tines that compute our tracer tendencies as described in
this report.

This is only a sub-sample of the methods suggested by
the project; as work continues into the next year of the
project, the opportunities for these tools to take advantage
of our data products should become clear. We suggest that

the simple, idealized outputs that we provide will expedite
the bridging of the gap between simple statistical tests of
these tools, and the perhaps intimidating realm of full-
complexity model outputs.

3.2 Further assessments of E3SMv2
stratospheric circulation and
stratosphere-troposphere
exchange

We intend to perform exhaustive assessments of
E3SMv2’s stratospheric circulation, and stratosphere-
troposphere exchange. This will involve post-processing
analyses of the prognostic and diagnostic output fields
through transformed Eulerian mean (TEM) investigations
(Holton and Hakim, 2013a), and assessments of the real-
ism of notable stratospheric effects such as sudden strato-
spheric warmings (SSW, Baldwin, Ayarzagüena, et al.
(2021)), the quasi-biennial oscillation (QBO, Baldwin,
Gray, et al. (2001)), and the tropical “tape recorder”
(Mote et al., 1996). Due to it’s computational efficiency,
we could conceivably apply our HSW configurations for
these analyses, as some of these effects are in fact emer-
gent from such an idealized set of forcings (Yao and
Jablonowski, 2013; Yao and Jablonowski, 2016). How-
ever, we would also like to target outputs from full-
complexity runs, such as the E3SMv2 CMIP6 (Eyring,
Bony, et al., 2016) outputs.

Another approach we have begun experimenting with is
the implementation of new tracer species, the resulting
distributions of which are designed as general circula-
tion metrics. This includes the age-of-air (AOA) tracer
(Waugh and Hall, 2002), which records the average “age”
(or time since last contact with a defined surface layer) of
stratospheric air. The distribution of this tracer will con-
verge after a very long spin-up time (at least a decade), af-
ter which it will experience perturbations from it’s steady-
state due to internal variability of the atmosphere, in par-
ticular breakdowns of the polar jets (SSWs) associated
with tropospheric wave activity (Gupta et al., 2020). We
have begun work on this front, and have implemented the
necessary tracers into both the CESM2 and E3SMv2 mod-
els.

We have also completed preliminary implementations of
the “E90” Abalos et al. (2017) and “ST80” (Eyring,
Lamarque, et al., 2013) tracers. The E90 tracer is emit-
ted from the surface with a constant flux, and experi-
ences a e-folding decay timescale of 90 days. The ST80
tracer is held at a constant mixing-ratio in the stratosphere
(above 80 hPa), and experiences a 25-day e-folding decay
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timescale below this threshold. Otherwise, each of these
tracers are passive, and their distributions can track mean-
ingful climate metrics e.g. the position of the dynamical
tropopause.

The AOA, E90, and ST80 tracers can all be applied
just as well to idealized (HSW) configurations of the
E3SMv2 model, as well as more those that are more
complex. However, the transport of these tracers is of
course not a post-processing task, and so we would re-
quire nontrivial compute resources to run the more com-
plex model configurations for the lengths of time neces-
sary to gather the relevant statistics (opposed to working
with full-complexity datasets that currently exist as the
results from large simulation campaigns) . We have confi-
dence that these resources could be obtained through our
DOE support.

4 Summary
In this report, we have reviewed the DOE’s CLDERA
project that seeks to develop methods of automatic attribu-
tion of climate impacts to “source” events, e.g. significant
geoengineering efforts. The development of tools that de-
liver this ability is underway, and will require extensive
verification and validation, which will be performed un-
der the exemplar source event of the 1991 Mt. Pinatubo
volcanic eruption. To this end, we have developed a sim-
plified sub-grid parameterization for the stratospheric in-
jection of volcanic chemical species, their subsequent re-
active aerosol products, and climate perturbation by two
heating methods (local stratospheric heating, and surface
cooling by increased aerosol optical depth). Our physi-
cal model for the aerosol evolution is embedded within
a highly idealized climatology (a custom-tailored version
of the Held-Suarez-Williamson atmospheric forcing) in
the DOE E3SMv2 coupled climate model. The param-
eters of our sub-grid scheme are determined by obser-
vation of the 1991 Mt. Pinatubo eruption and subse-
quent climate evolution, and give promising preliminary
results. Future work includes the inclusion of our out-
put data products into the verification and validation suite
for the CLDERA project’s upcoming pathway discovery
and attribution tools, as well as comprehensive evalua-
tion of the E3SMv2 model’s stratospheric circulation and
stratosphere-troposphere exchange.
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